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The phylogenetics suggests different algorithms for constructing evolutionary trees. Meanwhile the question of 
better algorithm is still open. The NJ algorithm has been recently used in linguistic researches. The belief in advantages 
of NJ algorithm is based on paper [1]. However, in [2] it was proved on the material of Sumba languages that UPGMA 
has better results. We compare these two algorithms as the most popular ones.  

Careful analysis of the argumentation given in paper [1] shows that NJ provides better results on the trees of a 
certain topology (or structure). As a matter of fact the authors of the paper tested only two very specific topologies of 
trees. Besides, the research in [1] was initially oriented to the studies of biological evolution, but not a language one. That 
is why the task of systematic comparison of the UPGMA and NJ algorithms on the trees of different configuration is of 
vital importance as well as the constructing the realistic model of language evolution trees.  

We analyze certain cases of using the algorithms mentioned (for Caucasian, Indian and other groups of languages 
and different types of input data), showing that UPGMA often gives better results than NJ.  

The influence of the tree topology on the result is being studied. We introduce a numerical characteristic of the 
tree branching degree, i.e. the sum of levels of inside peaks. In this case the level of root is considered to be equal 0 and 
the level of an ancestor is 1 greater than the level of a direct descendant.  

We made an experiment with generation of random binary trees of an arbitrary topology. The trees are generated 
with a given number of leaves and the length of every rib was determined as a random number on a given segment. 
Then a matrix of distances between leaves was constructed for every generated T tree by the lengths of its ribs. After 
that T-UPGMA and T-NJ trees are determined in accordance with these matrixes by UPGMA and NJ methods. The 
differences of the initial and constructed trees are estimated by the Robinson-Foulds method, (i.e. the number of 
elementary transformations, which is necessary for transforming one tree into another).  

We studied the question of rib length variations in the real trees of language evolution. One of the most 
completely described trees is the evolution tree of the Turkic family, given in paper [3]. The lengths of all ribs in the tree 
(there are 77 of them) have been calculated and located in the order of increasing.  

It turned out that there are several super long ribs. The longest, which is of 2130 years, corresponds to the initial 
separation of the Chuvash language from proto-Turkic language. The next longest ribs (1330 and 1270 years) 
demonstrate separating the Yakut language from the Siberian branch and the Salar language from the Oguz branch. 
There is one abnormally short rib of 30 years that is the rib in evolution tree of Kypchat languages. The lengths of the 
majority of ribs excluding the shortest and the ten longest ribs can be strictly put on the direct line. The fact that lengths 
of the majority of ribs except some of them can be put on the direct line means that the rib lengths can be considered as 
a random value with an even distribution on a segment.  

The lengths vary from 90 to 650 years. Thus, the average meaning of a rib length is 370 years. The declination is 
± 280 years that equals 75% average length. Similar results are obtained for other language families. This data is a basis 
for the algorithms of random tree generation.  

We made calculations for two cases, when number of leaves is equal to 15 and 50. 1000 random trees have been 
generated and the results have been averaged. The branching measure for the trees with 15 leaves is from 31 to 105 and 
for the trees with generated random sample it was from 33 to 58. It is convenient to divide all the trees by the measure 
of their branching into several groups in order to analyze the data obtained. We chose four groups approximately equal 
by the number of trees with the following values of measure: 31-36, 37-40, 41-45, 46-105. For each group we calculated 
the averaged Robinson-Foulds distances, given in the Table.  

Table. Averaged distances, r = 15 leaves. 
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Measure of branching UPGMA NJ 

31 - 36 4,31 5,04 

37 - 40 6,41 5,72 

41 - 45 8,11 6,42 

46 - 105 9,04 7,43 

 

It is clear that the efficiency of the algorithms depends on the topology of trees. For trees with a small measure 
of branching, which are close to a complete one, better results are provided by UPGMA algorithm. The similar result is 
obtained for r = 50. 

Thus, it has been proved that NJ algorithm is not undoubtedly the best one. Both real examples and modeling by 
generation method of random trees shows that UPGMA is preferable in a number of cases.  

The authors extend their gratitude to S. Wichmann for sensible advice. The work has been implemented with the 
support of RFBR.  
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